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Optimisation opportunities

X f−→ Y

X is a set of three dimensional matrices, X ⊆ [0, 1]n×m×3

Y is a set of three dimensional matrices, Y ⊆ Cn×m, where C
is the set, that can be tailored to the specific needs, but
generally somehow represents a collection of classes

I C = {1, 2, ...,C}, where C is the number of classes
I C = {e1, e2, ..., eC}, where C is the number of classes and ei is

a one-hot vector with 1 at position i
I C = {e1, e2, ..., eC} ∪ [0, 1]3
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Problem description

Optimisation usually consists of variants of minimizing sum of
pixel-wise cross entropy with your favorite first order method

1

N
min
w

N∑
i=1

∑
p

CEp

(
f̂w (xi ), yi

)
where p goes through all pixels
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Obvious optimisation opportunities

Instead of blindly playing with architectures, one can play with
regularization

Border smoothness

Number of connected regions

Any possible intuition about the desired result
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Research horizons

Data from 2017 survey [2]
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Research horizons

Notable detail - architectures are often modular, significant parts
are just borrowed from classification context

Is it worth to consider architecture search over vast blocks
instead of individual weights/layers?

Focus computational resources on connecting structures

Even simple automatisation of exhaustive search over large
architecture blocks can be beneficial, considering the plethora
of existing results (more of a commercial opportunity;
TensorFlow might already include the functionality)

Sergey Rusakov Approaches to Solving Semantic Segmentation



SegNet [1], 2016

Specifically for pixel-wise segmentation, initial intended use
for road/roadside segmentation

Novel encoder-decoder architecture (at the time)

Very simple method overall
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SegNet, 2016
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SegNet, 2016

Encoder is VGG16 without dense layers

Decoder uses saved indices from max-pooling with subsequent
convolutions to restore the original size

Removal of dense layers allows to literally use the CE pixel
sum objective without resorting to training on separate regions

Modular structure of the network allows for a more detailed
analysis of decoder structure
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SegNet, 2016
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RefineNet [3], 2017

SegNet, although attempting to restore image information
during decoding, still loses some of it

As mentioned, one way to try and improve the quality of the
segmentation regions is maybe an addition of informed
regularisation

Another way is to make an informed choice of the
architecture, trying to save low/mid/high level feature
information along all levels of processing
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RefineNet, 2017
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RefineNet, 2017

ResNet convolutional architecture is motivated by lowering
computational resources requirements

Dilated convolution saves the resolution of an image, but still
requires storage of large amounts of filter application results

We want the benefit of both without disadvatages of any

Sergey Rusakov Approaches to Solving Semantic Segmentation



RefineNet, 2017
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RefineNet, 2017
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CANet [4], 2019

Having architecture, that is empirically proven to be good is
still not enough

Sometimes the problem comes from class under-representation
in data

This can be argued to be an even more serious problem, than
searching for architectures

Sergey Rusakov Approaches to Solving Semantic Segmentation



CANet, 2018

We will modify the initial formulation through change in X
Now X is a set of triplets of three dimensional matrices,
(xT , xS ,BS), where we want to obtain a segmentation of
image xT and xS serves as ”support” image, with BS being its
binary segmentation mask

Value of the support image comes from the fact, that it can be
taken from underrepresented class and, combined with input,
still achieve good segmentation result on barely seen classes

For Y, we are only concerned with segmentation of a single
object, so just a binary mask
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CANet, 2018

Aside from the change in the problem formulation, significant
parts of the architecture are borrowed

ASPP is a module from DeepLabV3, which serves the same
purpose as structure of RefineNet

Only further supports the idea about ”large scale”
architecture search

Sergey Rusakov Approaches to Solving Semantic Segmentation



Automatic Data Augmentation [5], 2019

Paper, again, deals with the issue of insufficient data for
training

Considered case is video with sparsely annotated frames

Proposed solution is to use video prediction tools to
simultaneously predict frames and labels
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Automatic Data Augmentation, 2019

Obvious idea - use existing frame prediction methods to
predict future frames and apply the result on labels

Particular implementation predicts (u, v) translation of the
pixel in the frame and then applies this translation to
corresponding label pixel

Since we have access to all frames, we then pair known frames
and label prediction

Approach encounters some problems
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Automatic Data Augmentation, 2019

Solution - pair predicted labels with predicted frames

Predicted frames might be incorrect, but labeling will be more
in line with them, which is our goal, when augmenting a data
set

We can even condition our predictive model on future frames,
since the only information, that we don’t have is label
assignment; turns prediction into reconstruction

Sergey Rusakov Approaches to Solving Semantic Segmentation



Automatic Data Augmentation, 2019

Still, if want to construct labels even for several frames into
the future, we need to deal with severe artifacts of the
prediction model

Proposed solution - instead of maximising a probability of one
class for pixels, which are placed on the border between
objects, we will maximise the joint probability of labels,
corresponding to these classes

Surprisingly, paper shows, that this helps, which allows
authors to use up to 5 frames into past and future, effectively
multiplying the size of the data set by 10
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